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Abstract— Interleaver design for bit-interleaved coded mod-
ulation in highly bandwidth-efficient transmission is investi-
gated. Based on an equivalent channel model with parallel
binary input channels, the variation of the so-called bit level
capacities is identified as an additional source of “fading” that
has to be taken into account for interleaver design. We assess
the more appropriate approach of intralevel interleaving and
present numerical results that support the superiority of the
suggested design over global interleavers.

I. I NTRODUCTION

We consider very high data rate transmission over
frequency-selective channels. The occurring intersymbol
interference (ISI) is treated by using orthogonal frequency-
division multiplexing (OFDM) [2]. To support the requested
high data rates large signal constellations have to be em-
ployed in each carrier. Additionally, the introduction of
channel coding into the system is inevitable to enhance the
reliability. Aiming at low latencies, the codeword size is
limited to an OFDM symbol, i.e., a codeword spans all
carriers. The channel “experienced” by a codeword, i.e.,
the different channel conditions of the carriers, can be well
modeled by a Rayleigh fading channel.

A well-known coding scheme tailored to fading chan-
nels is bit-interleaved coded modulation (BICM)1 [3]. The
employed bit interleaver is crucial for the performance of
BICM and its superiority over other coded modulation
schemes (e.g., trellis coded modulation (TCM) [10]) in
fading environments. In the initial publication on BICM
[13], Zehavi used three independent bit interleavers for
transmission with 8-PSK (phase shift keying). Regarding
a triple of binary symbols mapped onto an 8-PSK symbol,
each of the three binary symbols has undergone independent
interleaving, so-calledintralevel interleaving. Caire et al.
rejected this approach in [3], arguing that there were no
reasons justifying it, flexibility would be limited, analysis
complicated, and unequal error protection introduced. In-
stead they proposed the application of a global interleaver.

In this work we investigate interleavers for BICM using
large signal cosntellations which justify the initial attempt
in [13] and disprove the superiority of global interleavers in
terms of the achievable bit-error ratio (BER). Furthermore,
we extend Zehavi’s approach and drop the natural order-
ing of the interleaved bits in the mapping onto channel
symbols. The introduction of this additional degree of
freedom compared to [13] leads to significant performance
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1In the context of this paper and in order to keep the receiver’s
complexity low, we restrict ourselves to the non-iteratively decoded variant
of BICM. The term “bit” is used for binary digits in this context. To denote
the binary information unit we employ “information bit”.

improvements. Numerical results reveal gains up to2 dB
for a 64-ASK (amplitude shift keying).

Section II presents the channel and BICM system model.
In Section III the decoding and the impact of the interleaver
are analyzed. Section IV gives design rules for intralevel
interleavers, followed by numerical results in Section V.
Section VI concludes the paper.

II. CHANNEL AND BICM SYSTEM MODEL

A. Channel Model

Transmission over a single-input/single-output frequency-
selective channel employing OFDM [2] is studied. Consid-
ering frequency domain (D (used) carriers), the received
signal of carrierd reads

yd = hdad + nd , d = 1, . . . ,D. (1)

Here,ad ∈ A ⊆ C is the transmitted symbol drawn from
the signal constellationA (M = |A|, m = log2(M), m ∈
N, m ≥ 2), hd denotes the channel coefficient, andnd the
additive white Gaussian noise (AWGN). The variance of
the channel symbols is given asσ2

a = Es/Ts (Es: average
energy per symbol;1/Ts: symbol rate), that of the noise as
σ2

n = N0/Ts (N0: one-sided noise power spectral density).
The channel description given in (1) indicates a similarity

to fading channels. Indeed, it can be shown [7] that for
channels of interest the coefficientshd are complex Gaus-
sian with zero mean and unit variance (hd ∼ CN (0, 1)),
i.e., a Rayleigh fading channel is present. Hence, in the
following we investigate block-based transmission over a
Rayleigh fading channel; codewords shall be restricted to a
block, i.e., they compriseD symbols. Since our investiga-
tions on interleaver design are based on bit level capacities,
the channel coefficients are assumed to be statistically
independent. Furthermore, for sake of simplicity we resort
to M -ary amplitude shift keying (ASK) constellations (A =
AASK = {±1,±3, . . . ,±(M − 1)}). The translation of the
obtained insights toM2-QAM constellations is immediate.

B. Equivalent Channel Model

Considering signal constellations withM ≥ 4, a bi-
nary sequence of information bearing symbolsxd =
(x(1)

d , x
(2)
d , . . . , x

(m)
d ) has to be mapped onto the channel

symbolsad. In the following we include the mappingM:
xd ∈ Fm

2 → ad ∈ A into the channel model. According
to [11], the combination of mapping and channel can be
equivalently represented by a set ofm parallel subchannels
with binary inputs and continuous output. The binarym-
tuplesxd (aka. binary labels of thead), can be identified
as the respective inputs; the received signalyd constitutes



the continuous output. Apparently, theµ-th label bitx(µ)
d is

transmitted over theµ-th subchannel (aka.µ-th bit level),
cf. Fig. 1. We define the capacity of theµ-th subchannel
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Fig. 1. Block diagram of equivalent channel model withm binary input
channels and scalar continuous output.

in carrierd under the assumption of known channel states
hd and equally distributed input signals, as the mutual
information between the receive signalyd and the binary
input signalx(µ)

d (upper case letters denote the respective
random variables)

C
(µ)
d (Es/N0, hd) = I(Yd;X

(µ)
d |hd, Es/N0) . (2)

For a fixed statehd (i.e., AWGN channel), numerical
computations reveal rather varyingC(µ)

d ’s depending onµ,
cf. Fig. 2 and [5].
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Fig. 2. Exemplary subchannel capacities of equivalent channel model
over 10log10(Es/N0). AWGN channel. Left:m = 4 respective curves
for 16-ASK. Right:m = 6 respective curves for 64-ASK.

Referring to [3] for a detailed description of the computa-
tion of a lossless bit metric, we state that there is a bijective
mapping of the received valueyd onto anm-tuple of bit
metricsΛd = (λ(1)

d ,λ
(2)
d , . . . ,λ

(m)
d ). The output of theµ-th

level is represented byλ(µ)
d = [λ(µ)

d,0 , λ
(µ)
d,1 ]T, i.e., by a pair

of metrics for both hypotheses (transmitted zero/transmitted
one). Serializing both, input and output sequence yields a
system with a symbol rate of1/Tc = m/Ts, cf. Fig. 3.
The resulting channel exhibits fading characteristic due to
the hd’s and the subchannel selected for transmission is
changed periodically with a period of lengthm.
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Fig. 3. Block diagram of serialized channel model withm periodically
chosen binary input channels.

C. Bit-Interleaved Coded Modulation

1) System Model: The transmitter of the employed coded
modulation scheme is sketched in Fig. 4(a). We use a rate-
k/n convolutional encoder to encode binaryk-tuplesqδ =

(q(1)
δ , q

(2)
δ , . . . , q

(k)
δ ) of information bits into binaryn-tuples

cδ = (c(1)
δ , c

(2)
δ , . . . , c

(n)
δ ) of encoded bits. Here, the symbol

rate of the information bits is denoted by1/Tb, that of the
encoded bits by1/Tc, and the discrete index of the tuples by
δ, δ = 1, . . . ,∆ = Dm

n . The sequence of encoded tuples is
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Fig. 4. Block diagram of employed coded modulation transmitter (a)
and detailed diagrams of interleaver concepts. (b): global interleaving. (c):
intralevel interleaving, natural ordering of levels acc. to [13]. (d): intralevel
interleaving, optimized ordering of levels (two exemplary orderings de-
picted). Conversion fromn-tuplescδ to m-tuplesxd.

then passed through a bit interleaverΠ which also converts
the stream ofn-tuples with indexδ into a sequence ofm-
tuplesxd = (x(1)

d , x
(2)
d , . . . , x

(m)
d ) with index d, cf. Fig. 5.

These tuplesxd are then mapped onto a sequence ofD
channel symbolsad which are finally transmitted over the
channel as described in Section II-A.
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Fig. 5. Exemplary (global) interleaving for 16-ASK withR = 1/2
(n = 2, m = 4, D = 4, ∆ = 8). Conversion of pairscδ into quadruples
xd. Color of bit levels acc. to Fig. 2.

2) Capacity: Regarding the capacity of BICM, we have
to take its parallel decoding character into account, cf. [11].
Contrary to joint decoding of the outputs ofm subchannels,
any knowledge originating from other subchannels is dis-
carded. As a result the capacity of BICM is slightly inferior
to that of joint decoding2 and determined by the sum over
the level capacities as given in (2). The capacity per symbol
ad of the entire BICM scheme thus reads

C(Es/N0) =
1
D

D∑

d=1

m∑

µ=1

C
(µ)
d (Es/N0, hd) . (3)

Neglecting the scaling factor1/D, (3) can be interpreted as
the computation of the ergodic capacity of a binary input
channel with time-varying channel conditions. In addition

2Here, we use binary reflected Gray mappings to minimize this loss in
capacity, cf. [8].



to the fading stateshd, we can recognize the changing
capacities of the subchannels as another source of “fading”
in the system—the subchannel capacities depicted in Fig. 2
may be interpreted as capacity curves resulting from the
same general binary input channel affected by different
channel attenuations, i.e., fading states. Noteworthy, inter-
leaving changes the order of summation in (3). Hence, due
to the commutativity of summation, the capacity of BICM
is not affected by interleaving; only the arrangement of
the subchannel capacities within a transmitted block can
be influenced.

III. D ECODING AND THE IMPACT OF INTERLEAVING

As we focus on the application of non-iteratively decoded
BICM the employed decoder uses the Viterbi algorithm [6].
The path metric in the Viterbi algorithm is obtained from

the deinterleaved bit metrics̃Λδ = (λ̃
(1)

δ , λ̃
(2)

δ , . . . , λ̃
(n)

δ )
with λ̃

(ν)

δ = [λ̃(ν)
δ,0 , λ̃

(ν)
δ,1 ]T. The conversion fromm-tuples

Λ to n-tuples Λ̃ is also performed by the deinterleaver.
Denoting the decoder’s path metric withλVA, the total path
metric for the hypothesis(c̄(1)

1 , c̄
(2)
1 , . . . , c̄

(n)
∆ ) is given as

λVA(c̄(1)
1 , c̄

(2)
1 , . . . , c̄

(n)
∆ ) =

∆∑

δ=1

n∑

ν=1

λ̃
(ν)

δ,c̄
(ν)
δ

. (4)

The decoder returns an estimate(q̂(1)
1 , q̂

(2)
1 , . . . , q̂

(k)
∆ ) on the

transmitted information sequence based on the hypothesis
(c̄(1)

1 , c̄
(2)
1 , . . . , c̄

(n)
∆ ) with minimal total path metricλVA.

Obviously, the metric (4) for an entire codeword is not
affected by interleaving. However, the crucial role of the
interleavers in BICM schemes for fading channels is well-
known. The great impact of the interleaver on the perfor-
mance of BICM results from the sliding window character-
istic and the immediate decisions of the Viterbi algorithm.
According to a rule of thumb, the Viterbi algorithm returns
decoding results on symbols after processing approximately
five times the constraint length of the convolutional code
[6]. The aim of the interleavers is to break up statistical
dependencies between neighboring receive bits and to avoid
an aggregation of unreliable metrics within the decoding
window of the Viterbi algorithm. Ideal interleavers as they
are employed in the theoretical analysis of BICM in [3]
would completely remove statistical dependencies between
any bits and prevent the clustering of unreliable metrics.

Present attempts on the design of implementable inter-
leavers, like, e.g., simple block interleavers (spread ad-
jacently received bits over the entire length of a block)
or, more sophisticated, an s-random interleaver (introduce
a minimum spacing), e.g., [4], [1], recognize the fading
channel as the reason for more or less reliable bit metrics.
The intention is to place bit metrics affected by the same
fading states as far apart as possible in order to avoid the
occurrence of clusters of unreliable bit metrics resulting
from deep fades. An inherent conclusion from this goal is
that the aggregation of reliable bit metrics in the trellis is
not rewarding as well.

IV. (OPTIMIZED) INTRALEVEL INTERLEAVING

According to Section II-C the fading radio channel is not
the only source of unreliable bit metrics, but the varying
subchannel capacities can be interpreted as another “fading”
process. To demonstrate the impact of the level capacities
onto the performance of the decoder we first give a coun-
terexample to intralevel interleaving.

A. Counterexample

Consider a system employing 16-ASK, a non-recursive,
non-systematic encoder of code rateR = 1/2 and 1024
states [12], and blocks of lengthD = 1024 with uncorre-
lated, complex Gaussian channel coefficientshd. The inter-
leaver may sort the bits according to their levels (cf. Fig. 6)
and creates four subsequences each comprising theD bit
metrics of a level at the receiver (natural ordering within
a subsequence). Thereby, the bit metrics affected by the
same fading statehd are spaced at maximum distanceD.
The decoder however, seesDR = 512 trellis segments with
a path metric originating from a particular level at a time.
Fig. 7 shows the resulting BERs over the transmitted block
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Fig. 6. Bit level sorting interleaver for 16-ASK withR = 1/2 (n = 2,
m = 4, D = 4, ∆ = 8). Color of bit levels acc. to Fig. 2.

(length2048) of bits. Obviously, the levels have a dramatic
impact on the achievable performance. Subchannels with
a low capacity lead to a large number of errors, whereas
over subchannels with high capacities we can communicate
almost without any errors.
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Fig. 7. BER over positionl within block for bit level sorting (solid
lines); Rayleigh fading channel. Blue:10log10(Eb/N0) = 8 dB. Green:
10log10(Eb/N0) = 10 dB. Red:10log10(Eb/N0) = 12 dB. Bit level:
µ = 1 for l = 1, . . . , 512; µ = 2 for l = 513, . . . , 1024; µ = 3 for
l = 1025, . . . , 1536; µ = 4 for l = 1537, . . . , 2048. Level µ acc. to
Fig. 2. BER of global random interleaver (dashed) and optimized intralevel
interleaving (dotted) for comparison.

B. Design of Intralevel Interleavers

This counterexample uses a particular implementation of
a global interleaver, cf. Fig. 4(b). Surely, we selected a



very unfavorable version, but the constraints on the spacing
of bit metrics affected by correlated fading states were
fulfilled. The obtained results suggest an examination of the
interleaver design with respect to the bit level capacities.
Following Section III, the objective of interleaving is to
separate similar or equal fading states. Transfered to the bit
levels this implies a design that prevents aggregations of bit
metrics in the decoding originating from identical bit levels.
Ideally, the interleaver would ensure some kind of minimum
spacing between identical or similar levels, i.e., a strategy
equivalent to the s-random interleaver has to be found.
Though, the limited number ofm different level “states”
facilitates the design of respective interleavers, there is still
a large number of possible concepts. Here, we focus on
so-called intralevel interleaving.

1) Conventional Intralevel Interleaving: We drop
the currently favored concept of global interleaving
(cf. Fig. 4(b)) and return to the initial scheme of BICM as
introduced in [13]. There, the idea of intralevel interleaving
is employed for transmission with 8-PSK. In order to cope
with the fading channelm = 3 independent interleavers
are introduced into the three parallel bit streams before the
mapping. Hence, a bit is transmitted over the same level as
it would be without interleaving, cf. Fig. 4(c).

Regarding the distribution of the levels in the resulting
path metric, we can observe a regular structure. The natural
ordering of the levels is preserved and hence, the occurrence
of clusters of metrics originating from equal subchannels is
prevented. Even a spacing at a minimum distance of metrics
from equal levels is implemented. For the decoding this
interleaving approach provides almost equally distributed
levels within the sliding window of the Viterbi algorithm
which cannot be guaranteed by global interleaving.

2) Optimized Intralevel Interleaving: For an optimiza-
tion of the bit level arrangement, we neglect the fading
channel and focus on the bit level capacities. Considering
the path metrics of isolated trellis segments, it can be
noticed that in a single segmentn bit metrics are combined
into a path metric to obtaink estimates of binary infor-
mation symbolsq̂(κ)

δ . Apparently, the natural ordering of
the bit levels can lead to a periodically changing reliability
of the path metric of a trellis segment. Consider again the
example of a 16-ASK with a code rate ofR = 1/2. Here,
a segment’s path metric is computed from two bit metrics
at a time. Presuming a natural ordering of the bit levels
it is either the sum of metrics originating from levels one
and two or from levels three and four. As the first two
subchannels exhibit significantly better capacities than the
last two levels (cf. Fig. 2), the reliability of the respective
path metric is most likely larger than that of a path metric
based on the two weak levels. The result is a periodically
varying reliability of consecutive segmental path metrics.

In our previous considerations on the distribution of
fading states and bit levels over a codeword, averaging
of “conditions” has been identified as the interleaver’s
main function. Consequently, an averaged reliability of the
metrics of trellis segments could improve performance: the
interleaver should combine weak and strong levels for a

path metric. In our example of a 16-ASK with a code rate
R = 1/2 this could be implemented by combining the
bit metrics of level one and four into a path metric and
levels two and three in another one, cf. Fig. 9. Compared
to conventional intralevel interleaving [13] we introduce
an additional degree of freedom which can be used for
optimization.
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Fig. 9. Exemplary intralevel interleaving for 16-ASK withR = 1/2 (n =
2, m = 4, D = 4, ∆ = 8). Color of bit levels acc. to Fig. 2. Ordering of
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), δ mod 2 =

1, di ∈ {1, . . . , D}, i = 1, 2, 3, 4.

In some settings, the intralevel interleaver inherently
already averages over the level conditions just by the
conversion ofn-tuplescδ onm-tuplesxd (e.g., 8-ASK with
code rateR = 1/2). Nevertheless, the arrangement of the
bit levels is still worth an optimization. The latter might
require an exhaustive search over all possible permutations
of the bit levels. Though, this can be done offline and the
results can be tabulated. The preparation of a comprehen-
sive survey of optimum bit level arrangements is subject of
current work. Results of this optimization employed for the
numerical examples in Section V can be found in [9].

V. NUMERICAL EXAMPLES

Numerical simulations support our theoretical considera-
tions. We implemented several intralevel interleavers based
on the structure depicted in Fig. 4(d). Within each level
random interleaving was employed. We show BER curves
for several settings, comparing intralevel interleavers to
global interleaving. The best arrangement of the bit levels
in the intralevel interleaving has been determined by an
exhaustive search over allm! possible orderings, cf. [9]. For
all settings we employed the best known (wrt. free distance)
convolutional codes [12, Tab. 11.3-11.7]3 of code rates
R = 1/3, R = 1/2, and R = 2/3 with a non-recursive,
non-systematic encoder. Information sequences were zero-
padded to ensure terminated trellises; block length was
chosen toD = 1024 and105 blocks were simulated.

8-ASK: Here, we compared various codes with encoder
states2l, l = 2, . . . , 10, cf. top of Fig. 8. Apparently,
gains of about0.2 dB can be achieved due to intralevel
interleaving for any of the presented settings (for code
rates R = 1/3 and R = 2/3 and four encoder states
even larger gains occur). Intralevel interleaving can in some
cases even halve the number of trellis states compared to
global interleaving. Obviously, the advantage of intralevel
interleaving grows with decreasing code rate.

16-ASK, 32-ASK, and 64 ASK: On bottom of Fig. 8
the respective BER curves for 16-ASK, 32-ASK, and 64-
ASK are depicted. Here, we employed an encoder with
210 = 1024 states. AtBER = 10−5 16-ASK (left) exhibits

3Indicesκ andν are shifted by1 compared to [12] (c(0)
δ

→ c
(1)
δ

etc.).
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Fig. 8. BER over10log10(Eb/N0) for several ASK constellations. Rayleigh fading channel. Global random interleaving (blue) and best intralevel
interleaving (red). Top: 8-ASK; encoder with2� states (� = 2, . . . , 10). Left: R = 2/3. Center:R = 1/2. Right: R = 1/3. Bottom: several settings
with 1024 states and code ratesR = 1/3 (dashed),R = 1/2 (solid), R = 2/3 (dash-dotted). Left: 16-ASK. Center: 32-ASK. Right: 64-ASK.

gains of 0.3 dB for R = 2/3, 0.6 dB for R = 1/2, and
0.6 dB for R = 1/3; for 32-ASK (center) we can see
gains of 0.4 dB for R = 2/3, 0.8 dB for R = 1/2, and
1.2 dB for R = 1/3, and 64-ASK (right) shows gains
of 1 dB for R = 2/3, 1.5 dB for R = 1/2, and 2 dB
for R = 1/3. Again, we can recognize the superiority
of intralevel interleaving over global interleaving and the
growing gains for decreasing code rate. As we can see from
the comparison of all four applied signal constellations, the
gains increase with growing constellation sizes, which is a
result of the rising variance of the bit level capacities.

VI. CONCLUSION

Interleaving for non-iteratively decoded BICM in combina-
tion with large signal constellations has been investigated.
Based on an equivalent channel model and the capacities
of the employed subchannels, the decoding of BICM and
the impact of the interleaver have been studied. We have
identified the varying subchannel capacities as another
source of fading and suggested an according interleaver
design. Numerical results have been presented that support
the superiority of intralevel interleaving compared to global
interleaving. The obtained gains grow with a decreasing
code rate and an increasing size of the applied signal con-
stellation. The advantage of intralevel interleaving comes
with no additional cost in complexity or delay compared to
global interleaving.
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